Analytical and numerical calculations of the magnetic force microscopy response: A comparison
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We investigate the domain structure of submicrometer sized ferromagnetic stripes exhibiting in-plane and out-of-plane magnetized areas with magnetic force microscopy (MFM). Two simulation approaches are used to calculate the observed MFM response. The first relies on an analytical solution for the stray field of a bar magnet and the subsequent modeling of the sample as an arrangement of bar magnets. The MFM response is calculated for a realistic tip shape incorporating a distribution of magnetic dipoles. The second, numerical approach is based on a discretization scheme, breaking the tip-sample problem up into cells and then calculating the energy of the magnetic tip-sample interaction. The MFM responses obtained for the ferromagnetic stripe structure are compared. A discussion of the advantages and limitations of the two methods is given in terms of precision, computing time, and flexibility. The numerical method offers shorter computing times and greater flexibility, opening the door for realistic three-dimensional MFM response simulations. The advantage of the analytical method is the investigation of small structures, as its precision is higher for the comparable computational effort. © 2006 American Institute of Physics. [DOI: 10.1063/1.2202242]

I. INTRODUCTION

Since its introduction in 1987,1,2 magnetic force microscopy (MFM) has proven a very useful micromagnetic imaging technique for basic and applied research, reaching from magnetic domain structures to magnetic storage media and read heads.3,4 MFM is based on noncontact force microscopy in combination with magnetically coated tips and allows for the mapping of a sample’s stray field with submicron lateral resolution. The MFM response, i.e., the response due to the magnetic interaction between tip and sample, enables in many cases for a qualitative characterization of the micromagnetic properties of a sample, such as the hard or soft magnetic properties, or even the determination of the nature of domain walls as Bloch-or Néel-like.7,8

The quantitative interpretation of MFM results, on the other hand, is a challenging task. The magnetic interaction force between the tip and the sample, \( F = -\nabla E_{\text{tip}} \), is determined by the convolution of the tip magnetization \( \mathbf{M}_{\text{tip}} \) with the sample stray field \( \mathbf{H}_{\text{tip}} \). The convolution of the sample magnetization \( \mathbf{M}_s \) and tip stray field \( \mathbf{H}_{\text{tip}} \) yields the same result and, by knowing the precise tip stray field, one can, in principle, determine the sample magnetization \( \mathbf{M}_s \). The first problem arises as different magnetization patterns will lead to the same stray field at a certain distance above the sample.9 The second problem is related to the magnetic probe in MFM. As the measured response is governed by the tip properties which are usually not known in detail,10 some effort has been dedicated to develop suited calibration standards for MFM tips such as current strips11 and rings.12 A few attempts have been made to measure the magnetic stray field of the tip by electron holography,13 Lorentz microscopy,14,15 and micro-Hall-probe measurements.16 Also, the magnetization distribution of the tip has been calculated, assuming the tip as a two-dimensional triangular structure17 and based on a three-dimensional model.18 Nevertheless, it has to be noted that the calibration of the tip is laborious to obtain and, furthermore, the tip properties are difficult to maintain in the experiment. Beyond this effort, MFM tips are known to influence the magnetic structure of the sample under investigation, which was a basic assumption for the extraction of the sample magnetization above.7,19

The simulation of the MFM contrast20 has been performed using different approaches, which we are not going to review in detail. For reviews see, e.g., Refs. 21 and 19. Due to the complexity of the problem, practical MFM simulations are based on a number of approximations mainly concerning a realistic tip magnetization. Common approaches are the point dipole model,22 the ellipsoidal dipole model,23 and the magnetic charge model.14 This way, the MFM response in complex stray fields above current-carrying rings was calculated and measured.24 More advanced tip models involve a spherical apex and a conical taper,25 a conically shaped tip,26 a nonmagnetic truncated cone covered by a thin magnetic layer,27 and a discretized probe,17 which are applied to samples with rather simple and well-known stray fields. For calculating the MFM response and resolution of samples with periodic magnetization features, such as recording media, a Fourier transform approach was introduced for obtaining the sample stray field.28,29 For more complex situations, i.e., for nonperiodic magnetizations where every magnetic sample charge has to be Fourier transformed and for films with a magnetization distribution in depth, the method loses its advantages. The problem of the tip influence...
on the sample magnetization has been addressed in the framework of micromagnetism, where the tip was treated as an effective monopole. The proper approach, however, relies on time-consuming iterative energy minimization techniques. The magnetization state with the lowest energy, taking into account exchange, anisotropy, and magnetostatic energies, represents the equilibrium magnetization state of the MFM tip and the sample. An impressive example was the calculation of the disturbance of the domain wall of a FeNi film in the presence of a Fe tip.

The progress in magnetic nanostructures, e.g., for spintronic applications, requires a quantitative modeling of the MFM response based on more realistic assumptions. Based on such simulations, the influence of the scan parameters (scan speed, tip-sample distance) and a realistic tip on the MFM contrast can be studied and, finally, the in-plane and out-of-plane magnetization distributions can be determined. For our studies, we chose a material system which exhibits an ordered array of ferromagnetic/nonmagnetic stripes on a submicron scale as a result of self-organization. Each ferromagnetic (FM) stripe shows a sequence of oppositely magnetized domains giving rise to a large out-of-plane component of the stray field at their ends, separated by 180° Bloch walls.

The structure of this paper is as follows. We take two approaches for the calculation of the MFM response. We view the FM stripes as a sequence of oppositely magnetized bar magnets in plane, separated by narrow bar magnets oriented out of plane mimicking the Bloch walls. In a first approach, the stray field of the bar magnet is obtained from an analytical solution. The MFM response is then calculated as a convolution of the sample stray field with the magnetization distribution of the tip. The tip is modeled in an extended dipole model, i.e., a distribution of dipoles in the tip volume. The second approach is a three-dimensional calculation of the magnetization state of the tip-sample problem, including realistic magnetization distributions for tip and sample. Based on the model system MnAs-on-GaAs(001), we compare the simulation of the MFM contrast using both approaches and discuss the computational effort, precision, and the limitations.

II. MODEL SYSTEM: MnAs-on-GaAs(001)

So far, a quantitative modeling of the MFM contrast has been reached for a number of systems, such as current-carrying strips and magneto-optic samples. For our investigations, we chose a material system that exhibits a self-organized, periodic structure of ferromagnetic stripes. Their width can be adjusted in a range of ~100–1000 nm via the temperature. The well-characterized magnetic domain pattern on a stripe resembles a sequence of antiparallelly magnetized bar magnets. The magnetization remains in plane and oriented along the easy axis of magnetization. The segments are separated by ~10 nm wide 180° Bloch-type domain walls. Thus, this material system exhibits a versatile playground for micromagnetic measurements and simulations as

the geometrical parameters of the nanomagnets, exhibiting in-plane and out-of-plane magnetization components, can be easily adjusted.

A. Structural and magnetic properties

MnAs-on-GaAs(001) is a quite unique hybrid semiconductor-ferromagnetic materials system that generated some interest as spin injection applications and magnetlogic applications have been demonstrated. MnAs can be grown epitaxially on GaAs(001) (Refs. 37 and 38) and other substrates, and shows a Curie temperature (in the bulk) of ~40 °C. The epitaxial orientation of MnAs on GaAs(001) is MnAs(110) || GaAs(001) and MnAs[0001] (c axis) || GaAs[110]. The investigated films have a nominal thickness of 180 nm. The material system exhibits two structurally and magnetically distinct phases coexisting from 10 to 40 °C as a result of the involved strain. The course of the first order phase transition. The phase transformation of the hexagonal, ferromagnetic α phase to the orthorhombic, nonmagnetic β phase involves a discontinuous expansion of the lattice along the α axis (of bulk MnAs) by ~1%, whereas the lattice parameter c remains nearly unchanged. MnAs films, on the other hand, that can only expand along the growth direction, exhibiting a self-organized α-β-stripe structure oriented along the MnAs[0001] (c-axis) direction as a result of the involved strain. Due to the lattice expansion in the growth direction, the α-β-stripe structure is easily observable as a ridge-groove pattern. A sketch of the α-β-stripe structure is shown in Fig. 1.

The topography and micromagnetic structure of MnAs films in the α-β-stripe phase have been extensively studied as functions of temperature, film thickness, and magnetic field using atomic force microscopy, MFM, and x-ray diffraction. It has been found that the stripe period p scales linearly with the film thickness t (p = 4.8t). The width of the α and β stripes, wα and wβ, on the other hand, is a function of the temperature. The magnetic properties of the films were determined by using a superconducting quantum interference device (SQUID) magnetometer. Bulk MnAs exhibits an easy plane of magnetization perpendicular to the c axis (hard axis). For thin films, the easy plane separates due to the shape anisotropy into an easy axis along the MnAs[1120] direction (α axis) and an intermediate axis along the growth direction (b axis).
B. Micromagnetic properties

Figure 2 shows a typical MFM scan of a MnAs film at room temperature. The magnetic contrast of the α stripes is dominated by a meanderlike pattern extending along the stripes. The positions of the α- and β-MnAs stripes, obtained from the height modulation in the topography image, are indicated on the right-hand side. A closer look on the magnetic structure [Fig. 3(b)] reveals alternating bright areas at both ends of the FM stripes (stretching along the c-axis direction). These areas are partially connected by narrower bright lines. The observed MFM contrast can be understood by assuming a sequence of alternatingly magnetized bar magnet-like domains (magnetization entirely along the easy a axis), separated by 180° Bloch walls pointing into and out of the sample plane [see Fig. 3(a)]. This assumption is justified as SQUID measurements reveal that the film has one easy magnetization direction along the width of the stripe.

Figure 3 explains the contrast mechanism resulting from the interaction of the tip magnetization with the stray field of the domains. The magnetic stray field of the bar magnetlike domains will either point up (out of the plane) or point down (back into the plane) at the end of a ferromagnetic stripe, as shown by the arrows in the top left sketch in Fig. 3(a). The MFM is sensitive to out-of-plane component of the stray field which interacts with the tip magnetization (along the tip axis, see downward pointing arrow). The interaction between the tip and the stray field of the sample depends on the relative orientation of these two vectors. The parallel (antiparallel) orientation of the two magnetization vectors results in an attractive (repulsive) interaction, giving a dark (bright) contrast as shown in Fig. 3(b). Besides this contribution to the contrast, narrower dark and bright lines are also seen between two oppositely oriented domains. This is due to 180° Bloch walls where the magnetization vector rotates through the surface normal direction (pointing out of or into the plane) to reverse its direction between two oppositely magnetized in-plane domains [see Fig. 3(a), right]. On the right of Fig. 3(b), the most likely domain configuration (including the orientation of the Bloch walls) is sketched that matches best the experimental image on the left. The differences between the orientational distribution of neighboring Bloch walls are not understood yet.

In the following sections, the MFM response originating from such a domain configuration will be derived based on an analytical (Sec. III) and a numerical model (Sec. IV) and finally compared in Sec. V.

III. MFM RESPONSE: ANALYTICAL SOLUTION

We start with a discussion of the MFM response based on an analytical expression for the stray field of a bar magnet. This way, the magnetic stray field of the MnAs film can be modeled by a superposition of in-plane magnetized bar magnets, separated by out-of-plane magnetized bar magnets representing the Bloch wall. For calculating the MFM response, a realistic tip model was used, assuming a distribution of dipoles in the magnetic tip coating. In order to investigate the influence of the accessible experimental parameters (tip-sample distance \( z_0 \), tip and sample magnetizations \( M_{\text{tip}} \) and \( M_s \), and tip and sample geometry) on the MFM response we kept the simulation as simple as possible. In the model, we assume a static magnetic configuration thus excluding dynamic magnetization effects. Furthermore, we neglect a mutual disturbance of the magnetization distributions of tip and sample.

A. Theoretical consideration of the MFM response

The force density \( f \) acting on the MFM tip with magnetization \( M_{\text{tip}} \) in the stray field of the sample \( H_s \) is given by

\[
f = \mu_0 \nabla (M_{\text{tip}} H_s)
\]

and simplifies in the case of mutual non-disturbance to
\( f = \mu_0 (\mathbf{M}_{\text{tip}} \cdot \nabla) \mathbf{H}_z. \)  

MFM is based on dynamic force microscopy using a magnetically coated tip. The cantilever is excited to oscillate close to its resonance frequency with an amplitude \( A_d \) and at a frequency \( \omega_d \). The deflection of the cantilever motion, and hence the force gradient, is typically detected by an optical beam-bounce technique with a resolution \(<1\, \text{Å} \). The image is obtained by raster scanning the tip across the sample and recording the change in the cantilever oscillation due to the tip-sample interaction. The motion of the cantilever beam can be modeled as a one-dimensional damped, driven harmonic oscillator with quality factor \( Q \), spring constant \( k \), and effective mass \( m \), exhibiting a resonant frequency \( \omega_0 = \sqrt{k/m} \). The free oscillation of the cantilever is perturbed in a force field. The tip-sample interaction can be treated as a spring in series with the cantilever. An attractive force, and in a force field. The tip-sample interaction can be treated as a linear functions of the force gradient and can also be utilized for MFM imaging.  

The change in spring constant due to the force gradient causes a shift in the resonance frequency of the cantilever \( \Delta \omega \equiv \frac{\omega_0 F'}{2k} \). In a linear approximation, the frequency shift can be written as  

\[
\Delta \omega \equiv \frac{\omega_0 F'}{2k}.
\]

In addition, the oscillation amplitude and the phase shift are linear functions of the force gradient and can also be utilized for MFM imaging.  

For the following discussion of the force gradient, only the normal component \( F_n \) of the total tip-sample interaction force is considered:  

\[
F_n = dF_n \frac{dn}{dn} = \mathbf{n} \cdot \nabla_{\mathbf{n}} \left( \mathbf{n} \cdot F_{\text{tot}} \right).
\]

where \( \mathbf{n} \) is collinear with the oscillation direction of the cantilever.  

The total magnetic interaction between sample and tip is given by the convolution of the magnetic field emanating from the sample \( \mathbf{H}_s \) and the magnetization of the tip \( \mathbf{M}_{\text{tip}} \), leading to a total force,  

\[
F_{\text{tot}}(\mathbf{r}) = \mu_0 \int_{\text{tip}} \left( \mathbf{M}_{\text{tip}}(\mathbf{r}') \cdot \nabla_{\mathbf{r}} \right) \mathbf{H}_s(\mathbf{r} - \mathbf{r}') d^3 \mathbf{r}'.
\]

By inserting Eq. (5) in Eq. (4), the force gradient can be written as  

\[
F_n'(\mathbf{r}) = \mathbf{n} \cdot \nabla_{\mathbf{r}} \int_{\text{tip}} \left( \mathbf{M}_{\text{tip}}(\mathbf{r}') \cdot \nabla_{\mathbf{r}} \right) \mathbf{H}_s(\mathbf{r} - \mathbf{r}') d^3 \mathbf{r}'.
\]

A careful discussion of Eq. (6) is important for interpreting the simulations. For simplification, the normal vector is related to the surface of the sample as follows: \( \mathbf{n} = \mathbf{e}_z \). Then, only the \( z \) component of the total force gradient contributes to the frequency shift. That simplifies Eq. (6) further, yielding  

\[
F_z'(\mathbf{r}) = \mu_0 \int_{\text{tip}} M_{z,\text{tip}}(\mathbf{r}') \cdot \left( \mathbf{e}_z \cdot \frac{\partial}{\partial \mathbf{r}} H_z(\mathbf{r} - \mathbf{r}') d^3 \mathbf{r}'.
\]

Our assumption that \( \mathbf{n} = \mathbf{e}_z \) and thus \( F' = \frac{\partial F}{\partial z} \), neglects the tilt of the cantilever that is usually present in an experimental geometry. As a result, the experimental MFM contrast is asymmetric with respect to the line of zero magnetic force. However, as this effect is rather small, it will be neglected in our discussion.  

B. Tip model  

In general, the magnetic and geometrical properties of the tip are influencing the MFM response [see Eq. (5)]. Consequently, the tip shape as well as the magnetic coating have to be treated in a suitable model. We use a tip model where the real magnetic coating is represented by a distribution of dipoles. For simple sample stray fields, such as a single point dipole, a direct integration over the tip is possible. For more complicated stray fields, e.g., the stray field of current-carrying wires or rings, the tip is approximated by a point dipole. In general, satisfactory qualitative agreement of the calculated and the measured curves is achieved. The position of the point dipole is usually within the real tip space and its position and the magnetic strength are fit parameters. In other words, the local magnetization of the tip coating is weighted by the stray field of the sample at the respective positions and subsequently added. Due to the decay of the stray field with increasing distance from the sample, the position of the effective magnetization is at a distance \( \delta \), away from the apex, inside the tip. The advantage of this model is that Eq. (7) simplifies to a multiplication of a function of the field \( \mathbf{H} \), with the monopole or dipole moment of the tip at the effective position \( \mathbf{z}_{\text{eff}} \) (which is \( \delta \) above the tip-sample distance \( z_0 \)). Numerical simulations based on this approach are very fast; however, the tip parameters \( \mathbf{z}_{\text{eff}} \) and \( \mathbf{M}_{\text{tip}} \) are physically unreasonable. The extreme simplification of the tip magnetization has two major disadvantages: (1) the tip geometry is omitted from the simulation and (2) reliable results are only obtained in the case that the investigated sample stray field shows the same decay behavior and a similar geometry as the tip stray field.  

Naturally, a quantitative tip model is more complex than the simple models discussed above. Nevertheless, the increased complexity can lead to a reliable and precise tip model. For this purpose, more useful tip parameters that directly reflect experimentally accessible properties of the tip have to be incorporated. Consequently, we modeled the tip as a cone with an opening angle \( \gamma \), terminated by a spherical apex (radius \( r \), see Fig. 4). The two geometrical tip functions were continuously merged at the point where the cone touches tangentially the sphere (see Fig. 4). The magnetic properties of the coating are defined by its thickness \( \delta \), and remanent magnetization \( \mathbf{M}_{\text{rem}} \). Furthermore, the magnetic coating is treated as a multishell structure of magnetic dipoles. All dipoles are oriented in the \( z \) direction. Within this model, the influence of the geometrical and magnetic prop-
The vectors show the direction of magnetic field along the $z$ axis. The dimensions are given in nm.

**D. Simulation of the MFM response**

Based on the assumption that the tip magnetization lies predominantly along the $z$ axis upon magnetization along its axis prior to the MFM experiments, we restrict ourselves to the treatment of the $z$ component of the magnetic field of the sample. Now, the integral in the expression for the force gradient [Eq. (7)] simplifies to a summation:

$$F_z(r) = \mu_0 \sum_{\text{tip}} M_{z,\text{tip}}(r') \cdot \frac{\partial^2}{\partial z^2} H_z(r - r') \delta^3(r') .$$

The $(x, y)$ plane is discretized introducing an equidistant step size $\delta_z$. Then, the values $z_s(i\delta_z, j\delta_z)$ are calculated for the given tip geometry and an approximation for Eq. (6) is obtained:

$$F_z(x, y, z) = \mu_0 \sum_{i,j} M_{z,\text{tip}}(x + i\delta_x, y + j\delta_y, z_s)$$

$$\times \frac{\partial^2}{\partial z^2} H_z(x + i\delta_x, y + j\delta_y, z_s + z_0) .$$

The MFM response is further calculated from Eq. (9) requiring the tip and sample input parameters as well as the tip-sample distance. The resulting force gradient leads, together with the cantilever parameters, to the MFM response. The detailed flow chart of the simulation procedure is depicted in Fig. 6.

The expenditure of time required for the calculation of the MFM response in a point above the sample depends on the rank of the involved matrices and is thus a function of the sampling grid. In case of the tip matrix, its rank depends on the density and distribution of dipoles required for a sufficient sampling of the tip. This is, in turn, not only depending on the tip geometry but also on the decay length of the sample stray field. For practical calculations, a trade-off has to be made between the precision of the simulation and the computing time. In principle, starting from a measured MFM contrast, the experimental values of tip-sample distance $z_0$...
and oscillation amplitude $A_d$ can be used as fitting parameters for obtaining a good agreement between measured and calculated contrasts.

To estimate the tip dimension—and thus the rank of the tip matrix—that has to be taken into account for a correct simulation, we calculated the MFM response above characteristic points of the sample as a function of the dimension of the tip matrix. Figure 7 shows the results for two tip radii of curvature ($r_{\text{tip}}=100$ and 140 nm) at two tip-sample distances ($z_0=50$ and 100 nm). In (a), the curves obtained above the end of an in-plane magnetized bar magnet are shown. The shape of the curves is similar, however, exhibiting a stronger MFM response in case of smaller tip-sample distances. The tip geometry has no significant influence on the curves. It is found that in the case of $z_0=50$ nm, the tip matrix dimension $n$ has to be larger than 10, whereas for $z_0=100$ nm, $n \gg 8$.

A different behavior is observed for the out-of-plane magnetization within a Bloch wall, modeled by a bar magnet with a width of 10 nm. For a large tip-sample distance ($z_0=100$ nm), the tip geometry has only a minor influence on the MFM response and $n \gg 10$ is sufficient for distinguishing the different tip shapes. When the tip is kept at small distances above the sample ($z_0=50$ nm), a dramatic influence of the tip geometry is observed due to the relative dimensions of tip and bar magnet. First, using a small tip matrix, the MFM response is overestimated. For $n > 5$, the tip geometry has a large impact on the response. Whereas for a tip radius of 100 nm, $n=7$ is sufficient, a larger tip ($r_{\text{tip}}=140$ nm) requires $n \gg 10$. The tip geometry and tip-sample distance dependence of the MFM response can be easily understood bearing the distribution of the second derivative of the stray field in mind.\(^\text{25}\) As a consequence of the close vicinity of areas with opposite signs of $2H_z/z^2$, the MFM response is a strong function of the sampled area. For example, in the case of a flat tip, large oppositely oriented areas contribute to the overall signal. Figure 8 shows the simulated domain structure (a), consisting of three oppositely magnetized domains (190 nm wide, 700 nm long, 180 nm thick, saturation magnetization of 800 kA/m) embedded in nonmagnetic material. The $z$ component of the magnetic stray field $H_z$ is presented in (b) at a height of 100 nm. $H_z$ shows a strong, smeared out contrast over the end of the in-plane domains. On the other hand, the stray field of the out-of-plane magnetization (Bloch wall) is hardly visible. For the second derivative of the magnetic stray field $\partial^2 H_z/\partial z^2$, shown in (c), a strong contrast enhancement of the out-of-plane magnetization is obvious. More-

![Flow chart of the simulation procedure](image-url)
over, the contrast of the in-plane domains is strongly localized at the ends of the domains. It is worth noting that the \( \frac{\partial^2 H_z}{\partial z^2} \) image is identical with the MFM response for a strongly simplified tip represented by a single dipole. The artificial introduction of the effective position of the single tip dipole causes a less-localized and strongly underestimated MFM response. In general, the method compensates the lower MFM response by an overestimation of the dipole strength. The general MFM response \( d \) is given by the convolution of \( \frac{\partial^2 H_z}{\partial z^2} \) with the realistic tip model (tip radius of curvature of 100 nm, magnetic coating thickness of 40 nm, cone opening angle of 10 nm, saturation magnetization of 700 kA/m). Now, the finite size of the tip broadens the localized \( \frac{\partial^2 H_z}{\partial z^2} \)-signal. The MFM image resembles the distribution of the stray field \( H_z \) \( b \) with the main difference that the Bloch walls show an enhanced contrast.

Summarizing these results, an improved simulation of the MFM response in real space is presented. This way, in principle, arbitrary tip shapes and sample stray fields—provided that they can be approximated by an analytical expression—can be simulated quantitatively.

**IV. MFM RESPONSE: MICROMAGNETIC SOLUTION**

We now discuss a three-dimensional micromagnetic simulation of the MFM response due to the magnetic domain configuration introduced in Sec. II. The numerical simulation is performed on a micromagnetic simulator assuming absolutely hard magnetization conditions of the tip and the sample, i.e., no energy minimization is performed on the simulated system and no mutual tip-sample interaction is accounted for—in contrast to the work of Scheinfein et al. and Mansuripur. However, the advantage of our approach is that arbitrary, three-dimensional sample and tip magnetization distributions can be simulated in reasonable times. For each tip position, a numerical evaluation of the second derivative of the overall micromagnetic energy, excluding the sample demagnetization, has to be performed, yielding the force gradient and thus the MFM response.

**A. Description of the simulation procedure**

For the micromagnetic solution, a tip of finite size is placed at a certain height \( z_0 \) above the magnetic sample, and the entire structure is discretized in all three dimensions (cell size: \( \Delta x \times \Delta y \times \Delta z \)). The tip is assumed to have a constant magnetization and a tip shape defined by the radius of curvature \( r_{tip} \), the side angle \( \gamma \), and a coating thickness \( \delta \) [see Fig. 9]. It has to be noted that, in principle, arbitrary tip magnetizations can be included in the simulation. This also applies to magnetization distributions obtained for completely relaxed tip-sample systems using Landau-Lifshitz-Gilbert equation. In the present case, the tip is approximated by a cone with opening angle \( \gamma \) with a continuous transition to a spherical tip cap of radius \( r_{tip} \). For simplicity, the magnetization is further assumed to be oriented along the \( z \) axis. We consider a finite tip height \( l_z \) yielding \( n=l_z/\Delta z \) number of layers in the tip using the discretization mentioned above. Each layer consists of a ring of magnetic material. In order to achieve a reasonable discretization of the tip, the average moment of magnetization in each cell is calculated by averaging the analytical values of the eight corner points of the cell. Figure 9 shows the simulated stray field of the tip with the same parameters used for the tip in Sec. III [see Fig. 4: \( r_{tip}=100 \text{ nm}, \Delta=40 \text{ nm}, \gamma=10^\circ \)].

According to Eq. (3), the MFM response (frequency shift) is proportional to the force gradient and thus in an approximate view proportional to the second derivative of the magnetostatic energy between tip and sample with respect to the \( z \) direction: \( \Delta \omega \sim F_z \sim \frac{\partial^2 E_m}{\partial z^2} \). The common five-
point approximation is used for obtaining the second deriva-
tive of the magnetostatic energy with respect to \( z \) by
numerical differentiation:
\[
E_{ms}^{\prime\prime} = \left[ -E_{ms}(z_0 - 2\Delta z) + 16E_{ms}(z_0 - \Delta z) - 30E_{ms}(z_0) 
+ 16E_{ms}(z_0 + \Delta z) - E_{ms}(z_0 + 2\Delta z) \right]/12(\Delta z)^2. \quad (10)
\]
The complete MFM image is then obtained by raster scan-
ing the tip across the sample in steps of \( \Delta x \) and \( \Delta y \) and
calculating \( E_{ms}^{\prime\prime} \) at each scan position.

The magnetostatic energy is given by
\[
E_{ms} = \sum_i M_{tip}(r_i) \cdot H_z(r_i),
\]
where \( M_{tip}(r_i) \) is the magnetization of the tip and \( H_z(r_i) \) the
stray field of the sample at tip cell \( i \). To speed up the simu-
lation, we use the convolution theorem to calculate the stray
field of the sample as follows:
\[
H_z(r_i) = -\sum_j N_z(r_i - r_j) \cdot M_j(r_i),
\]
with \( N_z(r_i - r_j) \) the demagnetization tensor calculated once at
the beginning of the simulation. \(^5^7\)

**B. MFM response**

Figure 10 shows a grayscale image of the MFM re-
sponse for the sequence of three oppositely magnetized,
neighboring domains [see Fig. 8(a)]. The simulated structure
is identical for both the analytical and numerical simulations.
The contrast is dominated by bright and dark areas, located
at the ends of the three simulated domains. At a tip-sample
distance \( z_0=100 \text{ nm} \), the bright areas are centered around the
borders of the geometrical dimensions of the domains
(length \( \times \) width = 700 \( \times \) 190 nm\(^2\)). Between the domains, the
Bloch wall yields a much weaker contrast than the dominat-
ing contrast from the in-plane domains \( \approx 1/10 \). As a con-
sequence, a series of oppositely magnetized domains appears
as a meanderlike structure in MFM experiments. The appar-
ent width of the Bloch walls is determined by the convolu-
tion of its stray field with the tip and will be closer investi-
gated in the following section.

As in the case of the analytical model, the influence of the
tip sampling has to be carefully investigated. For this
purpose, we evaluated the MFM response atop of an area of
maximum contrast caused by an in-plane domain and an out-
of-plane magnetization (Bloch wall), respectively. Figure 11
shows logarithmic plots of the MFM response as a function of
the number of tip layers \( n \) for the in-plane domain maxi-
num (upper curve) and the out-of-plane contrast maximum
(lower curve), respectively. The step size in the \( z \) direction is
10 nm. As expected, the MFM signal is about an order of
magnitude weaker above the center of a Bloch wall com-
pared to an in-plane magnetized domain. From the curves, it
is obvious that the MFM response starts to converge for \( n \) at
least \( >10 \).

**C. Simulation of a 180° Bloch wall: Simplified versus
realistic model**

So far, we evaluated a simplified model for a 180° Bloch
wall where the magnetization was assumed to be constant
and normal to the surface over the effective width of the
wall. Then, the interaction is attractive (repulsive) in case the
tip and wall magnetizations are parallel (antiparallel). In or-
der to estimate the applicability of the simplification, we per-
fomed MFM simulation for an ideal 180° Bloch wall. For
the investigated sample, MnAs-on-GaAs(001), the wall
width \( w_{BW} = \sqrt{A/K} \) according to the classical definition
introduced by Lilley \(^5^8\) was assumed to be 10 nm (\( A \) is the
exchange stiffness constant and \( K \) the magnetocrystalline
anisotropy constant). For the simplified Bloch wall model,
the width of the bar magnet has to be \( w_{sBW} = \pi w_{BW} \); how-
ever, as the cell size for simulation was 10 nm, we chose
\( w_{sBW} = 30 \text{ nm} \).

Figure 12 shows a comparison of the MFM response
obtained for a realistic Bloch wall model (left) and the sim-
plified Bloch wall model (right). The transition of the mag-
netization within the two Bloch wall models is shown above.
In the middle, the images of the simulated MFM response
are shown. The walls show up as either bright or dark areas,
corresponding to repulsive or attractive forces, respectively.
The contrast can be understood by taking a closer look at the
ideal 180° Bloch wall, where the magnetization can rotate in
two ways. Within the wall, the magnetization points either

---

**FIG. 10.** Simulated MFM image of the micromagnetic domain structure [see Fig. 8(a)] based on the micromagnetic approach.

**FIG. 11.** Logarithmic plot of the MFM response as a function of the number of tip layers \((\Delta z=10 \text{ nm})\) above an area of maximum contrast caused by an in-plane domain (upper curve) and an out-of-plane magnetization (Bloch wall, lower curve), respectively. The positions are indicated in the respective insets. The tip-sample distance is \( z_0=100 \text{ nm} \).
into (out of) the plane, giving rise to an attractive (repulsive) interaction for a tip magnetized in the $z$ direction. The curves (Fig. 12, bottom) show the line profiles across the respective domain transitions for tip-sample distances $z_0=40, 60, 80,$ and $100 \text{ nm}$. In general, the MFM signal and the contrast increase for lower tip-sample distances. The comparison of the line scans for both Bloch wall models reveals that for tip-sample distances $>40 \text{ nm}$, there is virtually no difference between the two models, i.e., the simplified assumption of an out-of-plane magnetized bar magnet is an applicable approximation for a $180^\circ$ Bloch wall.

V. DISCUSSION

For a quantitative comparison of the two simulation methods, we analyzed the three-domain structure [see Fig. 8(a)] incorporating simplified Bloch walls where the rotation of the magnetic moments points out of the sample plane. In both cases, a step size of $10 \text{ nm}$ was used for the calculation. The simulation parameters were $M_{\text{tip}}=800 \text{ kA/m}$, $M_{\text{sample}}=700 \text{ kA/m}$, tip-sample distance $z_0=100 \text{ nm}$, $r_{\text{tip}}=100 \text{ nm}$, $\delta_{\text{tip}}=40 \text{ nm}$, and $\delta_{\text{sample}}=180 \text{ nm}$. Figure 13 shows line scans across an in-plane domain (labeled 1) and across the two Bloch walls 2, as indicated in the image above. For both types of contrast features, the plots agree qualitatively very well. In general, it is observed that the magnitude of the signal obtained using the numerical method is smaller than that of the signal obtained using the analytical result. This is a result of the coarse discretization of the tip that underestimates the tip magnetization in case of the numerical method with a cell dimension of $10 \text{ nm}$. For comparison, experimental line scans are shown as solid lines.

The advantages and limitations of the analytical method presented in Sec. III can be summarized as follows. First of all, quantitative results are obtained for the MFM response. In order to simulate real MFM problems, the van der Waals interaction can be easily implemented to account for topographically induced contrast. Moreover, arbitrary tip shapes can be approximated by a distribution of dipoles as described above. The major limitation is the large computational effort that can be partially compensated for, using simple domain configurations where an analytical solution for the stray field is available. Moreover, only the interaction between magnetically hard tips and samples can be simulated, i.e., relaxed tip magnetizations cannot easily be obtained by iterative energy minimization.

The numerical method is characterized by the fact that arbitrary sample and tip magnetization can be the basis for the simulation. This also includes the possibility to relax the tip and the sample independently, or the entire tip-sample system in order to investigate their mutual influence. The main advantage of the method is the short computing time (for an unrelaxed tip-sample system) which is due to the fact that the convolution theorem is employed for the calculation of the stray field. The main shortcoming is the necessary discretization of the system, especially of the tip, which leads to an underestimation of the magnetization for coarse grids. This can be somewhat compensated for by a denser sampling grid; however, due to the involved fast Fourier transform, the size of the grid is limited by the memory addressable.

Table I lists the comparison of the figures of merit for the two methods. In principle, there is a trade-off between pre-

FIG. 12. Simulation of the MFM response of a realistic $180^\circ$ Bloch wall (left) and the simplified model based on an out-of-plane magnetized bar magnet (right). The magnetization distribution within the domain wall wall is presented above (not to scale). The MFM response shows virtually identical images (middle) for both wall models, which is confirmed looking at the line profiles for four different tip-sample distances $z_0$ (below).

FIG. 13. Comparison of the calculated MFM response employing the analytical method (squares) and the numerical method (circles). The plots along the lines of maximum contrast across an in-plane domain are labeled 1 and the across a (simplified) Bloch wall 2. The experimental data (solid line) show a good qualitative agreement with the simulations.
TABLE I. Comparison of the capabilities of the analytical vs the numerical method.

<table>
<thead>
<tr>
<th>Capability</th>
<th>Analytical method</th>
<th>Numerical method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ease of implementation</td>
<td>Straightforward</td>
<td>Time consuming</td>
</tr>
<tr>
<td>Precision</td>
<td>High</td>
<td>Depends on discretization</td>
</tr>
<tr>
<td>Computation time</td>
<td>Long</td>
<td>Short</td>
</tr>
<tr>
<td>Flexibility</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Extensibility</td>
<td>Difficult</td>
<td>Easy</td>
</tr>
</tbody>
</table>

Based on the simulation of this material system showing neighboring in-plane and out-of-plane magnetized areas on a submicron length scale, we compare both approaches for the simulation of the MFM contrast incorporating a realistic tip model. In general, the computational effort using the numerical method is by far smaller than for the analytical method. Moreover, the numerical approach offers greater flexibility, as in selected cases; the more time-consuming relaxation of the micromagnetic problem can be performed. On the other hand, when very small structures are to be analyzed, the precision of the analytical method is higher for a given computing time.

VI. CONCLUSIONS

In this paper, we have discussed the advantages and limitations of two approaches for the simulation of the MFM response in three dimensions. One approach uses an analytical solution for the stray field of a bar magnet and the MFM response is calculated as a convolution of the sample stray field with the tip magnetization (extended dipole model). The other approach breaks up the sample and the tip into cells and then calculates the energy of the magnetic tip-sample interaction. The model system, MnAs-on-GaAs(001), exhibits well-ordered ferromagnetic stripes with a simple-to-model domain structure: a sequence of alternatingly in-plane magnetized bar magnets, separated by 180° Bloch walls.
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The measured film thickness was ~140 nm. Besides the discussed meanderlike domain [type (I) domain], two additional domain types are commonly observed which were discussed in detail in Ref. 33.

